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bstract

One of the challenges of current proteomics research is identifying healthy and diseased mass spectrometric (MS) patterns within biological
uids. As a result, sample preparation methodologies, as well as the mathematical tools utilized for MS data analysis become pivotal. This study

nvolves a thorough evaluation of the reproducibility and protein resolution that various urinary protein preparation methodologies provide in
ALDI MS analysis. Several precipitation approaches, ultrafiltration, as well as direct dilution of urine in MALDI MS compatible buffers were
pplied in combination to a thorough bioinformatics analysis of the generated MS data. Our results indicate that ultrafiltration, as well as direct
ilution of urine in TFA, can provide information rich and reproducible spectra for mass ranges up to 20 kDa. The importance of the presence of
eak reproducibility filters when generating disease classification models is suggested.

2007 Published by Elsevier B.V.
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. Introduction

The protein components of urine are useful indicators of uro-
enital function and human health in general. Urine samples are
asily attainable, making them ideal substrates for biomarker
esearch. Analysis of the urine proteome however, has been
indered by the great variability of the urine specimens, as
ell as the presence of various proteins in low abundance or
odified forms. Methodologies applied for the establishment

f the urinary proteome as well as the detection and analy-
is of disease-associated urinary peptides and proteins include
wo-dimensional electrophoresis [1–4], liquid chromatography
oupled with mass spectrometry (LC–MS) [5,6] capillary elec-
rophoresis in combination to mass spectrometry (CE–MS) [7]

nd surface enhanced laser desorption ionization MS (SELDI-
OF-MS) [8–12]. Each of these methodologies has distinct
trengths and limitations and provides valuable information con-
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erning the characterization of the urine proteome in health and
isease.

The SELDI protein chip system is based on the application
f protein samples on chip surfaces of distinct chromatographic
roperties and the subsequent analysis of the captured pro-
eins by time of flight mass spectrometry (TOF) (reviewed in
13–15]). This methodology targets the detection of native pep-
ides and proteins in contrast to classical LC–MS approaches that
nvolve the analysis of proteolytic products thereof. As a result,
he SELDI profiling approach does not readily provide protein
dentification. Nevertheless, it has distinctly high throughput
apabilities. More importantly, the comparison of collected mass
pectra from different sample categories (i.e. health and dis-
ase) by the use of mathematical algorithms has indicated the
resence of discriminatory profiles that can classify disease
ith high accuracy rates [8–17]. Although highly encourag-

ng, these initial studies pointed out various technical issues that
ave to be improved before any potential clinical application

o this methodology could be administrated [14,16,17]. Mask-
ng of the low – by the high – abundance proteins, presence of
hip to chip variability, sub-optimal mathematical tools for data
rocessing (denoising, peak picking, intensity normalization,
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tc.), and detector and laser decay are considered among the
ajor problems associated with this approach.
The study presented herein aims to unravel optimal sam-

le preparation methodologies for the non-chip based analysis
f urinary protein profiles by matrix assisted laser desorption
onization (MALDI) TOF MS. Different urine dilution, protein
recipitation and ultrafiltration methods are being employed in
arallel to a thorough bioinformatics analysis of the generated
S data in order to estimate the reproducibility and applicability

f each approach. Our report, asides from evaluating commonly
sed protocols for urinary analysis by MS, also provides valuable
nformation regarding the mathematical processing and filter-
ng required for MS data when applied for the identification of
iscriminatory profiles.

. Experimental

.1. Materials

Amicon Ultrafiltration devices were provided by Millipore
orporation (Billerica, MA, USA), matrices for MALDI-
S: �-cyano-4-hydroxy-cinnamic (ACCA), sinapinic (SA) and

,5-dihydroxybenzoic (DHB) acid were supplied by Sigma
orporation (St. Louis, MO, USA). Acetonitrile, ethanol, iso-
ropanol, methanol, acetone (HPLC grade), trichloroacetic acid
TCA) and trifluoroacetic (TFA) acid (analytical purity grade)
ere provided by Sigma Corporation. Octyl-�-glucoside (OPG)
etergent (molecular biology grade) was from Pierce Corpo-
ation (Rockford, IL, USA). NanoQ HPLC grade water, used
hroughout the whole experimental process as applicable, was
upplied by Sarstedt Corporation (Nümbrecht, Germany).

.2. Urine sample

A pool of random catch urine samples collected from four
ealthy individuals, members of the laboratory of Biotechnol-
gy (Foundation for Biomedical Research of the Academy of
thens), was utilized as standard for protocol development. All
olunteers had signed an informed consent prior to the sample
onation. Following their collection, urine samples were main-
ained at 4 ◦C for up to 3 h, pooled and centrifuged at 4500 RCF
or 20 min for the removal of cellular components. Supernatant
as aliquoted and stored at −80 ◦C until further use.

.3. Urine sample preparation for MALDI MS

.3.1. Protein precipitation
Trichloroacetic acid (TCA) precipitation was performed by

dding TCA to a final concentration of 10% (w/v) to 1 mL urine
ollowed by overnight incubation at −20 ◦C. The protein pel-
et was isolated by centrifugation at16,000 RCF/4 ◦C, followed
y two washes with 2 mL ice-cold acetone each. Organic sol-
ent precipitation (acetonitrile, ethanol, acetone, isopropanol,

nd methanol) was performed with the addition of three volumes
f the respective solvent to one volume of urine, which was then
ollowed by overnight incubation at −20 ◦C. The protein pel-
et was collected by centrifugation at16,000 RCF/4 ◦C, washed
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wice with the respective ice-cold solvent and then left to dry at
mbient temperature. Pellet resuspension was performed with
00 �L of one of the following buffers: 6 M urea, 1 M guani-
ine, 0.1%, 0.5% or 1% TFA (v/v), 0.1% or 1% OPG (w/v),
M urea–0.1% OPG (w/v) solution and 0.1% TFA (v/v)–0.1%
PG (w/v). The pellets were incubated with the above buffers

s applicable, at ambient temperature for 15 min, sonicated for
nother 15 min in ultrasound bath and diluted 10-fold with 0.1%
FA prior to their application on the MALDI plate.

.3.2. Alternative methods for sample preparation: direct
ilution – ultrafiltration

Two different dilutions as well as ultrafiltration methodolo-
ies were evaluated, as described below:

1) Urine was diluted 10 times with 0.1% TFA (v/v) (denoted
as SM).

2) Urine was pretreated with urea at 6 M final concentration
for 15 min prior to its dilution with 0.1% TFA (v/v) (SMU).

3) Ultrafiltration was performed through Amicon filters with
molecular weight cut off 5 kDa as follows: 1 mL urine was
diluted to 4 mL with 0.1% TFA (v/v) and condensed via
centrifugation at 3500 RCF/4 ◦C for 30 min. Fifty microlitre
of retentate was collected and diluted 10 times with 0.1%
TFA (v/v) (UF5 kDa).

4) Ultrafiltration was conducted by the use of 10 kDa filters;
in this case, the sample was pre-incubated with 6 M urea
for 15 min at ambient temperature prior to its dilution with
TFA and further processing as in the case of UF5 kDa
(UF10 kDa).

Each of the sample preparation methodologies was conducted
0 times on different aliquots of the standard urine and each of
hese 10 replicates was applied five times on a MALDI tar-
et plate. One micolitre of sample plus 1 �L of matrix solution
0.5% (w/v) ACCA, saturated SA and saturated DHB in 50%
cetonitrile (v/v)–0.1% TFA (v/v), as applicable) were mixed on
he spot.

In parallel blank samples were processed. This involved:

) Application of 1 �L 0.1% TFA (v/v) plus 1 �L matrix on the
spot (blank to SM and SMU).

) Filters of 5 and 10 kDa cut-off processed exactly as in the case
of urine analysis but without the urine (blanks to UF5 kDa
and UF10 kDa).

.4. MS data collection

The Ultraflex I MALDI-TOF-TOF-MS (Bruker Daltonics,
remen, Germany) instrument was used for MS data acqui-

ition. Two acquisition modes were employed: from 1,000 to
5,000 m/z and 4,000 to 25,000 m/z. In all cases, spectra accu-
ulation was performed by adding 1000 laser shots in positive
inear mode (100 laser shots at50 Hz repetition rate) and 3 kV
ccelerating voltage. Calibration of the spectra was performed
xternally by employing ClinProt Calibration standard and Pro-
ein Calibration Standard I from Bruker Daltonics. Deposition



2 mato

o
t
r
f
d

2

p
i
t
l
s
r
a
r
t
s
c
n
w
a
v
s
m
o
v
t
f
s
I

b
w
T
o
l

t
b
o
f
m
l
t
s

o
p
g
t
t
p
i
n
i

2

F
g

2 P. Zerefos et al. / J. Chro

f the samples on the MALDI target and mass spectra acquisi-
ion were performed randomly. Following their collection, the
aw mass to charge data was extracted as ASCII files for further
eature extraction by the use of the mathematical algorithms
escribed below.

.5. Pre-processing of MS data

A novel peak detection algorithm has been used for signal
rocessing. The efficiency of the algorithm in MS data process-
ng has been recently demonstrated elsewhere [18]. In brief,
he algorithm defines peaks as all points p of a spectrum whose
eft and right valleys are deeper than the noise level at p. More
pecifically, the algorithm establishes its corresponding left and
ight valleys for each point p of a spectrum. These are defined
s the minimum intensity point on the left and right of p,
espectively, so that there is no point with intensity higher than
he intensity of p between the two valleys. The minimum inten-
ity difference between the point and its left and right valleys
orresponds to the intensity of the peak located at p. It should be
oted that the algorithm sets no thresholds on the width of a peak
hich allows the detection of peaks of varying width within
spectrum. For peak detection, smoothing and estimation of

alley depth and noise levels were performed. Specifically,
moothing is applied on the original raw spectrum using a
oving average window with size of 30 data points. Estimation

f the valley depth involves computing the smallest of the two
alley depths of each point of the spectrum. The estimation of

he noise level is obtained by subtracting the smoothed signal
rom the original signal and then computing a moving local
tandard deviation within a neighbourhood of 1000 data points.
t should be noted that peak detection, as described above, is not
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ig. 1. Illustration of peak detection. Total mass spectrum view and zoom in the 30
reen) and the baseline (dashed blue line). The blue histogram corresponds to the val
gr. B 853 (2007) 20–30

aseline sensitive, since peaks are detected relative to valleys
ithin their neighbourhood which have similar baseline levels.
his strategy of peak detection is preferable for the analysis
f complicated and “noisy” signals, where noise and baseline
evels are difficult to estimate precisely [18].

For the estimation of peak intensities, baseline removal and
otal ion current (TIC) normalization are further applied. For
aseline removal, the baseline with a closing filter over 1/20th
f the total number of data points is computed and subtracted
rom the input (a closing filter is a filter which initially finds the
oving local minima and then identifies the local maxima of the

ocal minima for each point of the input signal). TIC normaliza-
ion is performed according to total ion current, meaning that the
ignal is rescaled by dividing it with the sum of its intensities.

An example of the application of these pre-processing meth-
ds on a spectrum is given on Fig. 1. Peaks are located at
ositions where the blue bars plot (valley depth) is above the
reen line (noise level). The ratio between the two corresponds
o the signal/noise ratio (S/N) of the peaks. It should be noted
hat the valley depths do not faithfully reflect the intensity of the
eaks in the cases of overlapping peaks. Hence, the difference
n intensity between the baseline (dashed blue line) and the sig-
al was preferred to the valley depth as an estimate of the peak
ntensities.

.6. Comparison of MS data

For the comparison of the peaks included in different spectra,

eak alignment was performed with an agglomerative hierar-
hical clustering algorithm [19]. In brief, the algorithm initially
reates as many clusters as detected peaks in all spectra and
uccessively merges the closest clusters if: (1) all the peaks of

00–3500 m/z area showing the smoothed spectrum (in red), the noise level (in
ley depth of each point.
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he new cluster belong to different spectra, and (2) the max-
mal mass distance between two peaks of the new cluster is
ess than 0.2% of their mean. This tolerance corresponds to a

easurement error of 0.1%. In detail, if min and max are the min-
mum and maximum masses of a new potential cluster, and M is
heir mean (M = (min + max)/2), then the cluster is retained only
f (max − M < M × 0.1%) and (M − min < M × 0.1%) which is
quivalent to considering the interval (M ± M × 0.1%) of size
× 0.2%. The manufacturers of the MALDI-TOF instrument

Bruker Daltonics) recommend this specific mass error.
In order to establish the similarity of any two methods on the

asis of the peak sets that they generate, a measure of similar-
ty or distance between sets was calculated using the Tanimoto
et distance. Specifically, if X and Y are two sets of peaks, the
animoto distance is given by:

(X, Y ) = 1 − |X| + |Y | − 2|X ∩ Y |
|X| + |Y | − |X ∩ Y |

Hierarchical clustering with complete linkage was then
pplied in order to determine if and how the different methods
luster together.

.7. Statistical analysis

Statistical analysis was performed for the signal intensities
f the peaks detected. The coefficient of variation (CV) of the
ntensities was calculated and correlated to the mean inten-
ity. This correlation was estimated based on Pearson’s product
oment correlation coefficient which follows a t-distribution.
or p < 0.05, the null hypothesis “correlation coefficient is zero”

s rejected.

. Results and discussion

.1. Sample preparation and MALDI MS

The central idea of this study is the clarification of sample
reparation and bioinformatics issues involved in urinary TOF
S profiling. In the case of serum protein profiling by MS, there

s a consented effort to resolve some of these issues and establish
reproducible and portable profiling assay for the detection of
rostate cancer [17]. Compared to serum, urinary profiling by
S is still at its infancy. Nevertheless, several reports support

he potential of this approach as a diagnostic tool for urogenital
isease, emphasizing the need for the establishment of standard-
zed procedures for urine sample storage, protein processing as
ell as MS data analysis [8–12].
The initial studies on MS urinary profiling relied on the use

f the chromatographic chip surfaces employed by the SELDI
echnology (Ciphergen Biosystems). Application of the chips
llows for sample enrichment of specific proteins according to
heir chemical properties and the type of surface in use. How-

ver, chip surfaces are a significant source of variability. Slight
ariations in the chemical properties between chip batches result
n significant differences in the quality of the generated MS data
reviewed in [13–15]).
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With the study presented herein, a thorough evaluation of the
on-chromatographic standard MALDI chip for urinary pro-
ling is performed. In the case of MALDI profiling, protein
amples are simply dried on the surface prior to their analysis
y MS.

We used the standard MALDI plate surface in combination
ith various classical urinary protein enrichment methodolo-
ies. At this initial screening phase, each method was repeated
t least three times and was evaluated based on the quality of the
S output (i.e. number, resolution, intensities and reproducibil-

ty of resolved peaks) generated through the Flex Analysis
.2 software (Bruker, Daltonics). Among others, protein pre-
ipitation approaches by the use of TCA or organic solvents
acetone, ethanol, acetonitrile, isopropanol and methanol) were
mployed. Prior to MALDI MS analysis, the protein pel-
ets were solubilized with several chemicals including urea,
uanidine, trifluoroacetic acid, OPG detergent or combinations
hereof, as described in the experimental section. The respec-
ive supernatant solutions (containing the smaller and soluble
iomolecules), with the exception of the TCA precipitation
upernatant, were also subjected to MALDI MS analysis. The
uality of the generated MS spectra (Fig. 2, I–II) following the
se of the above precipitation and solubilization means was
ither considered quite poor, or the method presented serious
eproducibility problems. This result cannot be attributed to pro-
ein loss since the same precipitated samples could be very well
nd reproducibly resolved by the use of 1 and 2D electrophoretic
pproaches (data not shown). Without ruling out the possibility
hat a potentially different sample treatment might have gener-
ted superior MS spectra, we concluded from this analysis, that
races of the chemicals utilized or retained (for example plasti-
izers) during precipitation or solubilization have a significant
uppression effect on the ionization process.

To our surprise, direct dilution of the urine sample in
.1% TFA or urea with TFA provided better MS spectra for
,000–15,000 m/z, (Fig. 2, III–IV SM and SMU). The selection
f these chemicals was based on their properties. Urea is consid-
red to act as a chaotropic agent facilitating protein solubilisation
nd denaturation. Even strong protein aggregates or complexes
an be dissolved with the use of urea solutions higher than 1 M.
n the other hand, TFA, like many fluorinated solvents, is a well
nown solubilising agent. TFA acts as an acid and an ion pairing
eagent, while its volatility permits its use (at low concentrations)
n MALDI-MS.

Similarly, urine samples subjected to ultrafiltration by the
se of 5 or 10 kDa cut-off filters generated relatively rich pro-
ein spectra for the same mass range (Fig. 2, III–V UF5 kDa,
F10 kDa). These specific cut-offs were chosen in order to min-

mize inhibition effects in spectrum acquisition from salts and
mall molecules. It is also evident from the generated spectra that
lthough an elimination of the biomolecules with MW below 5 or
0 kDa, respectively, should have been theoretically performed,
his does not occur; low molecular weight peptides and proteins

re retained and get ionized very efficiently. The 10 kDa filters
ere used in combination to urea. This was done in order to

acilitate contaminant removal, suppress biomolecule cluster-
ng and facilitate ionization of larger proteins and polypeptides.
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Fig. 2. Representative spectra collected by the use of the precipitation, ultrafiltration and direct dilution methods, and visualized by the use of the MALDI Flex
Analysis 2.2 software. (I–II): Spectra collected following application of organic solvent precipitation means (as indicated) from: I: the pellets dissolved in TFA
and II: the respective supernatants. In both I and II, the ACCA matrix was employed. These methods provided either poor MS spectra (I ethanol, isopropanol) or
presented serious reproducibility problems. (III–V): Spectra collected following the application of the ultrafiltration (UF5 kDa, UF10 kDa) and direct dilution (SM,
SMU) methods in combination to: (III): ACCA; (IV): DHB and (V): SA. x-axis: m/z (1,000–10,000 for I–IV, 4,000–20,000 for V), y-axis: signal intensity.
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arious others chaotropic solutions were also evaluated for the
ame purposes such as guanidine, acetonitrile, acetonitrile with
sopropanol and OPG detergent in MS compatible concentra-
ions. From this analysis urea was found to generate the most
nformative and less noisy (from interfering substances such as
lasticizers) spectra (data not shown).

Collectively, based on this initial screening, we opted to
roceed with a thorough evaluation of the reproducibility and
eak information provided by the two different dilution meth-
ds of the starting urine sample (in 0.1% TFA (v/v)–SM and
rea–SMU) as well as the two ultrafiltration methods (UF5 kDa,
F10 kDa). These methods were utilized in combination with
ifferent widely utilized matrices, namely ACCA and DHB.
oth of these matrices are applicable for peptide and low MW
rotein ionization and have distinct energy transfer capabili-
ies. The combination of urea with DHB was avoided since the
ormer strongly inhibits crystal formation and suppresses ion-
zation triggered by the latter. Sinapinic acid was utilized only in
ombination to the UF10 kDa, which targets the ionization and
etection of higher MW proteins.

Two different acquisition methods were applied for m/z
egions from 1,000 to 15,000, and 4,000 to 25,000, respec-
ively. These two acquisition methods were selected in order
o maximize the efficiency of the matrices employed in protein
esorption. Specifically, the 1000–15000 m/z acquisition mode
as used, in cases where ACCA and DHB were employed; SA

s known to facilitate the ionization of larger MW proteins and
hereby it was used in combination to the 4000–25000 m/z acqui-
ition mode. In addition, the lower limit of 1000 m/z was set
o eliminate peaks that may belong to matrix and other non-
rotein interfering molecules. The upper limit of 25,000 m/z in
he detection mode was set primarily based on the sensitivity
nd the resolving power of the MALDI-TOF instruments. These
arameters are optimal for low molecular weight polypeptides
nd decline with molecular weight increase. This is attributed
o the fact that the ionization efficiency of biopolymers (pro-
eins, DNA and carbohydrates) is reduced with size increment.
he general rule is that the larger the molecules, the greater the
mount of energy that is required in order to reach the gaseous
hase. Along the same lines, the vast majority of disease dis-
riminatory peaks and peak profiles detected by SELDI/MALDI
rofiling and described in the literature are in the <15000 m/z
ange (reviewed in [14]). In any case, we should note that by
he use of different sample preparation or separation method-
logies, mass spectrometric profiling of high molecular weight
roteins might be feasible. However, in our opinion, it is of
reater importance to optimize and standardize the methodol-
gy at the low (<20,000) m/z range since: (a) as mentioned, in
his low mass range the instrument exhibits greatest sensitivity
n peptide/protein detection and (b) this is a mass range that
el-based systems do not efficiently and easily resolve.

.2. Reproducibility in peak detection
Each sample preparation method was repeated 10 times in
ifferent aliquots of the starting material and each of these 10
eplicates was applied in quintuplicate on the MALDI target.

a
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he former measurements serve to estimate the between-run or
ethod precision whereas the latter the within-run precision.
lank samples for each method were similarly processed to
ffer an estimate of the non-specific background interference
ffecting the assay.

.2.1. Within-run precision
Peak detection and alignment were performed for each of the

ve replicate sample applications of a given method, in order to
dentify the distinct peaks among the five replicates. The number
f peaks detected in exactly i replicates, where i: = 1 . . . 5, for
ifferent S/N ratios (from 0.6 to 6 at increments of 0.2) was then
alculated and expressed as the relative percentage of the total
umber (i.e. from all five replicates) of detected peaks.

The results for the ACCA/UF5 kDa and ACCA/UF10 kDa
reparation methods for one random set of their quintuplicate
pplications and their respective blanks are shown in Fig. 3.
f the two methods, ACCA/UF5 kDa is by far the more repro-
ucible since for a wide range of S/N threshold values (from
up to 6), more than 40% of the detected peaks are found

ystematically in all five replications, and roughly 50–60% of
he detected peaks are found in 4/5 replicates. These percent-
ges refer to cumulative data; i.e. in a total of 172 peaks, 72
41.9%) peaks are detected in 5/5 replicates of ACCA/UF5 kDa.
or the same S/N values, the corresponding reproducibility
alues for ACCA/UF10 kDa are less than 10 and 20%, respec-
ively. This result is representative of the reproducibilities
eceived by any of the 10 quintuplicate sets of the two meth-
ds (Table 1 of the appendix). The level of reproducibility by
CCA/UF5 kDa is matched only by the SA/UF10 kDa method

or S/N > 3, and followed by the ACCA/SM method with about
5% of peaks detected in 5/5 replicates for S/N > 3. In gen-
ral, employment of ACCA provided superior reproducibility
ompared to the DHB for almost all tested S/N values.

Peaks are also detected within the blank samples (Fig. 3).
hese peaks are usually attributed to the matrix and other inter-

erence substances (for example plasticizers) Nevertheless, it is
mportant to note that in contrast to the urine samples, the num-
er and reproducibility of the ‘background’ peaks significantly
ecreases for S/N > 3.4 (Fig. 3). In this case, <2 peaks were
etected in at least 3/5 blank replicates for the vast majority of
ethods (Table 7 in the appendix).

.2.2. Between-run precision
In the comparison of the 10 replicate sets of each methodol-

gy, the peaks present in at least 3/5 replicates within each set
ere utilized. These ‘robust’ peaks were aligned (Fig. 4) and

he number of peaks detected in exactly i runs (i: = 1 . . . 10)
f the method, as well as the respective percentages over the
umulative number of peaks detected with each method, were
alculated.

The results of this analysis are depicted in Fig. 5. In accor-
ance to the within-run precision analysis, for ACCA/UF5 kDa

pproximately 50% of the detected peaks are systematically
resent in all 10 runs of the method for S/N threshold values
etween 2 and 6; this percentage increases to 60% if we con-
ider the number of peaks present in at least 9/10 replicates.
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Fig. 3. Within run peak reproducibility for one of the quintuplicate sets of ACCA/UF5 kDa, ACCA/UF10 kDa and respective blanks. The percentage of peaks
detected in 5/5 (darkest), 4/5, 3/5, 2/5, and 1/5 (lightest) sample applications on the target at different S/N ratios is shown. Measurements for the blank sample are
also shown (background inference is negligible for S/N > 3).

Fig. 4. ACCA/UF5 kDa spectra alignment. The 50 spectra of ACCA/UF5 kDa separated to the 10 repetitions of the method are shown. The blue points correspond
to the peaks detected in each spectrum. Vertical lines depict the final set of peaks after alignment over all the 10 repetitions of the given method. Mass to charge
range shown: 2200–2400.
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ig. 5. Between run peak reproducibility of the different methods. Percentage
reparation method is shown.

or ACCA/SM, the respective values are 40 and 55%. Simi-
arly for SA/UF10 kDa, 40 and 50% of peaks are detected in
0/10 and 9/10 replicate sets, respectively, for more narrow S/N
anges (3–3.6). ACCA/SMU and DHB/UF5 kDa exhibit signif-
cantly lower reproducibilities. In all cases, it is noteworthy that
he between-run precision is very similar to the within-run pre-
ision. This suggests that the main source of variation is not

elated to the sample preparation procedure per se but rather to
he ionization process and instrument performance. The latter
s a significant source of variation as stated in previous reports
16,17]. It should also be noted that in our case, matrix addi-
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Fig. 6. Number of peaks detected in 10/10 replicates (dark grey) do
ks detected in 10/10 (darkest) up to 1/10 (lightest) repetitions of each sample

ion was performed manually, potentially contributing to the
bserved variation.

.2.3. Number of detected peaks
Besides the reproducibility in peak detection, the different

ethods were also compared for the number of peaks they
esolved. To perform this analysis, peaks present in at least 3/5

eplicates within each set and at S/N of 3.4 were considered. The
atter decision was based on the results of the within-run pre-
ision analysis that indicated that at this S/N ratio background
eaks are negligible.

wn to 1/10 (light gray) replicate sets of the different methods.
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each method. Based on visual inspection, no serious shifts of
masses are observed between the different methodologies, with
the possible exception of the SA/UF10 kDa, which was therefore
excluded from the subsequent clustering analysis.
ig. 7. Spectra alignment along three different m/z regions (columns) of the di
ertical lines correspond to the aligned peak locations; if the lines are not pr

hreshold value is 3.4. Mass to charge range shown: 2200–2250 and 4750–4900

ACCA/UF5 kDa is the method which provides the highest
umber of detected peaks; specifically the median number of
etected peaks in the 10 replicates (± standard deviation) is
07 (±8). It is also the method that exhibits the highest num-
er of reproducible peaks with 67/141 peaks (47.5%) detected
n all 10 replicate sets (Fig. 6 and Table 3 of the appendix).
HB/UF5 kDa and ACCA/UF10 kDa also show a relatively
igh number of detected peaks with median (±S.D.) values
f 90 (±24) and 80 (±36); DHB/UF10 kDa, ACCA/SM and
A/UF10 kDa overall generate lower numbers of detected peaks
ith median (±S.D.) values of 50 (±25), 48 (±6), and 30 (±2),

espectively, (Fig. 6 and Table 3 of the appendix).

.3. Method complementarity

To evaluate the complementarity in peak information that the
ifferent methodologies provide, alignment of peaks detected
n different methods was performed. For this type of analysis,
he possibility of potential mass shifts generated by the differ-
nt methodologies had to be tested. The steps followed for this
nalysis have been described above; i.e. an initial alignment
f the peaks detected in the five replicate applications is per-

ormed. This step is followed by the elimination of the peaks
hat were not detected in at least 3/5 replicates. Subsequently,
he robust peaks found in at least 3/5 replicates are aligned in the
0 repetitions of a method. A final alignment is then performed

F
n
i

t methods (rows). For each method, five randomly selected spectra are shown.
the corresponding peak was not detected in the spectra of that method. S/N

long the different methods. This process is shown in Fig. 7 for
wo different m/z regions and five randomly selected spectra for
ig. 8. Clustering of the different sample preparation methods according to the
umber of peaks they have in common. The distance between horizontal lines
s a measure of similarity.
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Fig. 9. Coefficient of variation of peak intensities for the different peaks detected by each method. S/N threshold was set to 3.4. Each point corresponds to a detected
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The results of hierarchical clustering with complete linkage
f the different methods, based on the peak information they
rovide, are shown in Fig. 8. As expected, similar methods clus-
er together (for example ultrafiltration methods), whereas the
omplementarity of different methods and matrices is observed
for example ACCA/SM methods with DHB/UF methods are
ighly complementary; detailed data on the number of common
eaks are given in Table 4 of the appendix). Considering the
act that overall a lower number of peaks are resolved in urine
amples compared to serum by MS [14–17], an analysis of the
ormer by the use of a combination of different reproducible
nd complementary approaches is recommended as a means to
ncrease protein resolution.

.4. Reproducibility in peak intensities

So far, the reproducibility of the different methods was eval-
ated based on the presence/absence of peaks. Central to the
rofiling assays however is the reproducibility or better stated
ariation of peak intensities. To evaluate the different urine
reparation methodologies for this factor, peaks were detected
s previously described for the S/N ratio of 3.4. In addition,
aseline correction and intensity normalization according to TIC
ere performed. The CV of peak intensities was then calculated
nd the results are provided in Fig. 9.
Based on this analysis, the methods with the best peak repro-

ucibility were also found to exhibit the lowest intensity CVs.
pecifically, ACCA/UF5 kDa, ACCA/SM and SA/UF10 kDa

a
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y

detected in the 50 different spectra of a given method (the darker the colour the
he 50 spectra. The mean CVs among all detected peaks are shown (horizontal
a peak was detected; red line).

xhibit CVs of less than 20%. These values are similar and even
uperior to intensity CVs regularly observed in SELDI/MALDI
rofiling assays [16,17,20]. It can also be seen that intensity
Vs do not relate to the peak m/z values (Fig. 9). In addition, for

hese three methods, no correlation was found between the inten-
ity CV and the mean intensity value of a peak (p-value > 0.05,
able 6 of the appendix). Simply stated, the variation in the

ntensity of a peak is independent of the absolute value of its
ntensity and its m/z.

. Conclusion

In the recent past, several studies have been conducted
valuating urinary protein preparation methods prior to elec-
rophoretic or chromatographic separation. However, there is

lack of similar information when direct mass spectrometric
rofiling of urine is employed. The novelty of our report is
hat it provides a coherent and thorough analysis of the repro-
ucibility and overall performance of different classical urinary
rotein preparation methodologies in MALDI TOF MS pro-
ling. Although the latter approach does not provide protein

dentification, it has received much attention lately due to (a)
ts high throughput capabilities, (b) its ability to resolve low

olecular weight native peptides and proteins and (c) the high

ccuracy rates in disease detection provided by the resolved
roteomic or better stated ionic patterns. In our study, several
ovel elements are presented. Evaluation of urine protein anal-
sis by standard MALDI chips is performed in contrast to the
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y now analysis on chromatographic chip surfaces (SELDI). A
horough analysis of the performance of a variety of classical
pproaches for urinary protein preparation such as precipita-
ion by various means, ultrafiltration and direct urine dilution is
erformed. Given the relatively large number of available repli-
ates (50), several quality control characteristics are assessed
uch as the within- and between-run precision of peak detec-
ion, the intensity CV throughout the mass spectrum and its
orrelation to m/z and to the individual peak intensity. Our
esults indicate that ultrafiltration methods (ACCA/UF5 kDa and
A/UF10 kDa) as well as direct dilution of urine to MS com-
atible buffers such as 0.1% TFA can provide reproducible peak
nformation. It should be noted that day-to-day variations or vari-
tions attributed to sample handling (i.e type of urine collection
ube, time of sample at 4 ◦C, etc.) have not been addressed in
his study. However, these issues have been nicely described
lsewhere [8]. What is evident from our study however, is that
ethodologies that appear to provide relatively rich mass spec-

ra, such as the ACCA/UF10 kDa or DHB/UF5 kDa may fail
n extensive reproducibility studies. Apparently, disease classi-
cation models generated by these approaches are deemed to
ail as well. Hence, based on the results presented herein, we
ould favor the use of stringent criteria during the peak detection

nd bioinformatics analysis of MS data from clinical samples.
hese criteria include: a relatively high number of replicates per
ample (at least 4), the employment of S/N thresholds where
ackground peaks significantly reduce (3.4 in our case) and the
limination of the non-reproducible peaks. This approach may
e eliminating some low-abundance peaks; however, it is more
rone to succeed in reproducibility and portability studies and
onsequently in generating robust disease classification models.
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